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Abstract

Large-scale linear systems, Ax = b, frequently arise in practice and demand effective iterative
solvers. Often, these systems are noisy due to operational errors or faulty data-collection processes.
In the past decade, the randomized Kaczmarz (RK) algorithm has been studied extensively as an
efficient iterative solver for such systems. However, the convergence of RK in the noisy system
regime is limited and typically only considers measurement noise in the right-hand side vector, b.
Unfortunately, in practice, that is not always the case; the coefficient matrix A can also be noisy.
In this talk, we present the analysis of the convergence of RK for doubly-noisy linear systems,
i.e., when the coefficient matrix, A, has additive or multiplicative noise, and b is also noisy. In
our analyses, we provide convergence bounds depending on the quantity R̃ = ∥Ã†∥2∥Ã∥2F , where
Ã represents a noisy version of A. This work opens the doors to applications, two of which we
highlight in this talk. The first is additive preconditioning in which additive noise to the matrix is
intentionally added to improve the initial convergence of RK. The second considers the extremely
large-scale setting in which even entire rows of the matrix A cannot be loaded or used in a single
iteration. In such a case, we use noise to model the sparsification of the rows of A to decrease
computational memory or communication demand. The work presented is is joint work with El
Houcine Bergou, Soumia Boucherouite, Aritra Dutta and Xin Li [1].
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