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Abstract

Dense matrices related to solving elliptic PDEs often have internal structure that allows for the
linear system Ax = b to be solved in linear or near-linear time. The hierarchical matrix (H2-
matrix) formalism [1] partitions A into blocks, with each block small enough to be stored densely
or of numerically low rank k, where k controls the accuracy of the approximation. This format
enables matrix-vector products to be computed to a desired accuracy in linear or near-linear time,
allowing for the rapid solution of dense linear systems using iterative methods when A is well-
conditioned. However, in many situations, the matrix A is ill-conditioned, and iterative methods
do not offer satisfactory performance.
The objective of this work is to compute an H2 approximation to the inverse A−1, enabling the
fast solution of ill-conditioned dense linear systems. Previously, the use of invertible factorizations
of H2 matrices has been limited due to two challenges:

1. Compression. Although a fast matrix vector product for A is often available, individual
entries may be challenging to access, which leads to challenges in compressing A.

2. Invertible Factorization. While invertible factorization algorithms are efficient for special-
ized formats like HBS/HSS matrices [2, 4, 7], inversion algorithms for general H2-matrices
typically involve nested recursions and recompressions, making efficient implementation chal-
lenging.

This work [8] describes a novel algorithm for simultaneously compressing and inverting an H2-matrix
and extends the applicability of H2 inversion algorithms [5, 6] to a generic class of dense matrices
for which there is a means of applying the matrix and its adjoint to vectors. The method leverages
the randomized SVD (RSVD) and novel sketching techniques [3] to efficiently recover numerically
low-rank sub-blocks of the matrix A within a hierarchical framework by reusing random sketches
of the matrix. The precise problem formulation is:
Suppose that A ∈ RN×N is an H2-matrix, and that you are given a fast method for applying A and
its adjoint A∗ to vectors. We are also given geometric information corresponding to the matrix A,
e.g. entry Aij corresponds to interactions between points xi and xj in 2 or 3-dimensional space.
Using test matrices Ω and Ψ and the set of matrices {Y,Z,Ω,Ψ}, where

Y
N×s

= A
N×N

Ω
N×s

and Z
N×s

= A
N×N

∗ Ψ
N×s

,

the framework constructs an invertible H2 factorization K such that K−1 ≈ A−1.
The number of samples s needed to construct an H2 approximation of the inverse A−1 is independent
of N and depends only on the chosen rank parameter k as well as properties of the geometry.
The numerical results demonstrate the effectiveness of the algorithm across a range of problems,
including the discretization of partial differential equations (PDEs) and boundary integral equations
(BIEs) in both 2D and 3D. The results demonstrate the algorithm’s performance in terms of
speed, memory efficiency, and precision, as well as its robustness in handling indefiniteness and
ill-conditioning.
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