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Abstract

Discretizing PDEs leads to linear systems with large, sparse coefficient matrices. When linear,
constant-coefficient PDEs with Dirichlet boundary conditions are discretized on uniform meshes,
one can obtain Toeplitz, multilevel Toeplitz and/or block Toeplitz systems [1, 2]. Toeplitz matrices
have constant diagonals, and multilevel and block Toeplitz matrices have related structures, that
can be exploited to speed up GMRES, and aid convergence analysis. Such systems are widely
solved by Krylov subspace methods.

Let
Ax = b, (1)

where the matrix A is Toeplitz, b is a known right-hand side, and x is the unknown solution. GM-
RES starts with an initial guess, x0, and select xk, k = 1, 2, · · · , such that xk−x0 ∈ Kk(A, r0) :=span
{r0, Ar0, · · · , A(k−1)r0}, where r0 = A(x− x0).

Let Y be the reverse identity matrix, then Y A is symmetric Hankel. One can solve (1) through

Y Ax = Y b, (2)

by applying MINRES [3], which is mathematically equivalent to GMRES for a symmetric system.
Through our experiments, we find that MINRES on (2) requires about twice as many iterations as
GMRES on (1) to converge, especially when preconditioned.

For a symmetric system such as (2), the convergence behavior of MINRES can usually be charac-
terized by the eigenvalues and the RHS. However, when A is nonsymmetric, GMRES convergence
behavior is much more complicated to describe; in extreme cases the spectrum bears no relation
to the convergence rate. In [4], the authors prove that any nonoincreasing convergence curve is
possible for GMRES by constructing a linear system of prescribed nonzero eigenvalues with a given
convergence curve.

In this work, we explore the convergence behavior of GMRES when applied to real tridiagonal
Toeplitz systems, where the matrix

A =


α γ 0 · · · 0
β α γ · · · 0
... . . . . . . . . . ...
0 0 β α γ
0 0 0 β α

 , (3)

α, β, and γ ∈ R.

We show that different GMRES convergence behavior is possible for different Toeplitz systems that
share the same spectra, regardless of their right hand sides. We also explore the connection between
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the GMRES convergence behavior and the singular values of the tridiagonal Toeplitz matrices.

In spite of the difficulties, there has been plenty of work in the literature inspecting the convergence
behavior of GMRES. For instance, in [5], the authors point out that, for a general nonsingluar ma-
trix A, the convergence behavior of GMRES is related to the distribution of eigenvalues of A, and
provide an upper bound. However, each eigenvalue is either treated as a member of some cluster, or
an outlier to any cluster. For the cases where eigenvalues are not spreading out far away from each
other, for example, those of a tridiagonal Toeplitz matrix, or when the clusters are far away from
each other, one fails to find a meaningful upper bound since it become too loose. In [6], Meurant
shows through APS parametrization of A that GMRES could have different convergence behaviors
for two different matrices with the same spectrum. Nevertheless, a reconstructed matrix A in this
case does not preserve the Toeplitz structure in general. As for tridiagonal matrix systems, Liesen
and Strakoš analyze the convergence behavior of GMRES when |α| ≈ |β| ≫ |γ| [7]. For a more
general case where β| ̸= |γ|, Li and Zhang provide upper bounds and asymptotic speeds of the
2-norm of the kth residual via Chebyshev polynomial of the first kind[8] and the second kind[9]. In
our work, we formulate equations based on APS parametrization of A with the constraint that each
diagonal is constant to explore what convergence regimes are possible for a tridiagonal Toeplitz
system.
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