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Abstract

NPDo stands for nonlinear polar decomposition with orthogonal factor dependency. The NPDo
approach is a unified framework recently proposed in [3] for solving certain optimization on the
Stiefel manifold. Previously, the approach was implicitly employed in [5]. In this talk, we will
explain the theory behind the approach, why it works, the known types of problems for which it is
guaranteed to work, and discuss some of its applications in today’s data science, including subspace
learning and partially joint block diagonalization of several Hermitian matrices.
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